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a b s t r a c t 

Advances in fluid-flow modeling and simulation techniques over the past two decades have improved un- 

derstanding of the intricate flow physics and combustion dynamics in the supercritical regime. However, 

there remain many numerical issues to be addressed, including turbulence closure modeling, combus- 

tion modeling, and the evaluation of real-fluid thermodynamic and transport properties. The challenges 

can be broadly categorized into two areas: (1) achieving highly accurate simulation through inclusion 

of all the necessary physics and (2) developing a computationally efficient framework to achieve sim- 

ulation results in a reasonable turnaround time. This paper investigates these challenges and presents 

a systematic approach to achieve high-fidelity and efficient simulation of supercritical fluid mixing and 

combustion using large-eddy simulation (LES) techniques. The unresolved subgrid-scale (SGS) term in the 

filtered equation of state (EOS), which is generally neglected for ideal gases, becomes significant for real 

fluids, especially in regions of strong property gradients at supercritical conditions. The relative error for 

the filtered density can reach up to 40%, and this uncertainty can propagate and contaminate calcula- 

tions of the conservation equations. Two closure models for the SGS term in the EOS are proposed: a 

gradient-based and a mixing-based approach. Both approaches reduce the modeling error considerably. 

Flamelet-based combustion models are also examined at supercritical conditions. The probability den- 

sity functions (PDFs) for mixture fraction and scalar dissipation rate are evaluated using a data-driven 

approach. The presumed beta-function distribution accurately describes the PDF of the mixture fraction 

at low mixture fraction variance, but deviates at high variance ( > 0.01). The lognormal distribution can 

capture the shape of the extracted PDF of the scalar dissipation rate but underestimates the peak value. 

An alternative combustion model using finite-rate chemistry integrated with dynamic adaptive chemistry 

and correlated transport is developed, rendering a computationally efficient and affordable framework. 

The efficiency of evaluating real-fluid thermodynamic and transport properties, a computationally expen- 

sive procedure, is dramatically enhanced using tabulation and correlated dynamic evaluation techniques. 

Finally, suggestions are provided regarding opportunities for future research. 

© 2018 The Combustion Institute. Published by Elsevier Inc. All rights reserved. 
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. Introduction 

Supercritical mixing and combustion have received significant

ttention over the past two decades, mainly because of increas-

ng demand for higher thermal efficiency in propulsion and power-

eneration systems. The operating pressures in these systems often

xceed the thermodynamic critical points of the fluids involved.

iquids initially injected at a subcritical temperature may heat up

nd experience a thermodynamic phase transition into the super-

ritical regime. Many distinctive behaviors occur during the tran-

ition and differ from the phenomena encountered at subcritical
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onditions, such as diminishing of surface tension and absence of

roplet formation and a two-phase interface. As a result, single-

hase-like, diffusion-dominated mixing takes place between dense

nd light fluids in the presence of large property gradients [1–4] . 

Extensive experimental studies have led to improved qualitative

nderstanding of the fundamental physics involved in supercrit-

cal fluid flows [5–13] . However, such measurements are limited

y the extreme operating conditions and by the currently avail-

ble experimental techniques. Computational techniques serve as

 powerful tool to provide more detailed information about the

ow structures and dynamics at supercritical conditions, and many

umerical modeling and simulation studies have been carried out

n this area. Computational modeling, however, poses a variety of

hallenges, including the classical closure issues associated with

urbulent combustion and a unique set of problems introduced by

hermodynamic non-idealities and transport anomalies [1] . Several
. 
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numerical solvers have been developed to tackle these challenges

[14–21] . Collaborative effort s have also been made to assess the ac-

curacy of different research codes using canonical subscale rocket

combustors, such as the gaseous O 2 (GOX) /gaseous H 2 test rig

[22] and the GOX/gaseous CH 4 test rig [23] . Similar predictions

by different numerical solvers have been examined using a two-

dimensional mixing layer configuration [24] . 

An important challenge for numerical solvers is the ability to

achieve accuracy and stability in regions of steep gradients, which

are manifested by sharp variations of thermodynamic and trans-

port properties across the pseudo-boiling line, also known as the

Widom line [25] . In this region, directly solving the full conserva-

tion equations of mass, momentum, species, and energy in a cou-

pled manner can cause erroneous pressure fluctuations because of

insufficient grid resolution [26] . Wang et al. [27] defined a fluid

transition layer where the density gradient exceeds the 90% of its

maximum value. The transition layer connects the compressed liq-

uid regime to the supercritical regime, and it must be carefully

treated to resolve the property gradients and prevent abnormal

fluctuations of these variables. To mitigate spurious pressure oscil-

lations, Terashima and Koshi [28] introduced a pressure evolution

equation to replace the energy conservation equation and solved

pressure along with other independent variables simultaneously.

Ma et al. [20] applied an extended double-flux method to trans-

critical flows to overcome the same issue. These methods, how-

ever, cannot ensure energy conservation. Another approach is dual

time-stepping integration with a preconditioning scheme [29,30] ,

in which pressure is considered as one of the primitive variables

and solved in every pseudo-time iteration. The pseudo-time con-

vergence gives the pressure without unphysical oscillations, and it

substitutes back to the original conservation equations to obtain

a time-accurate solution. This methodology is implemented in the

studies described here. 

Turbulence closure remains a challenge for modeling supercrit-

ical flows. Although direct numerical simulations (DNS) resolve all

the turbulent scales and steep gradients of fluid properties, they

are constrained to simple flows with low Reynolds numbers and

low density ratios [15,31–35] . DNS is computationally prohibitive

for problems with practical configurations, which include complex

geometries and high Reynolds numbers. The large-eddy-simulation

(LES) technique has been widely employed to simulate operational

systems at elevated pressures [19,36–42] . In LES, the unclosed sub-

grid scale (SGS) terms must be carefully modeled. In most stud-

ies, however, the SGS models developed for low-pressure turbu-

lent flows have been directly applied to supercritical regimes with-

out appropriate justification. The traditional Smagorinsky model

leads to unsatisfactory results in the transcritical and supercriti-

cal regimes [43] . Furthermore, flow properties, such as compress-

ibility factor and specific heat, are generally calculated from the

LES-resolved variables, without considering the effect of the cor-

responding SGS fluctuations. These SGS terms, which are negligi-

ble at low pressures may become significant and even compara-

ble to the leading-order terms (such as the convection terms) at

high pressures [33,43,44] . In particular, the SGS term in the fil-

tered equation of state (EOS) plays an essential role in obtaining

filtered pressure (or density) accurately [45] . Proper modeling of

the SGS term in the filtered EOS at supercritical pressures is one

of the focal points in the current study of supercritical fluid flows

and combustion. 

Modeling turbulence/chemistry interactions (TCI) is another

challenging task. For non-premixed systems, chemical reactions

can only take place when fuel and oxidizer are mixed at a

molecular level. Molecular mixing of scalar quantities and sub-

sequent chemical reactions in turbulent flows occur at the

smallest scales and are characterized by the scalar dissipation

rate. This implies that chemical source terms typically cannot
e resolved in LES and must be modeled. There are a vari-

ty of turbulent-combustion models available, such as flamelet-

ased models [46–49] , the conditional moment closure model

CMC) [50] , the eddy-dissipation-concept (EDC) model [51] , the

hickened-flame model [52] , the linear-eddy mixing (LEM) model

53] , and the transported probability density function (TPDF) [54] ,

mong others. The advantages and challenges of these mod-

ls have recently been reviewed for aero-propulsion applications

55,56] and high-speed propulsion systems [57] . In most of these

odels, the probability density function (PDF) plays a crucial role.

or conserved scalar models, a beta-function distribution is pres-

umed for the marginal filter PDF of the mixture fraction. Its

alidity has been successfully assessed against experimental and

NS data for various flows at low pressures [58,59] . However, it

as been directly applied to high-pressure simulations [42,45,60] ,

ithout validation. The applicability of the beta-function PDF for

he filtered mixture fraction in supercritical flows is examined in

he present work. On the other hand, the finite chemistry model

oes not make inherent assumptions about the PDF of flow quanti-

ies, and instead directly solves the chemical kinetics based on the

nstantaneous thermodynamic state of the mixture. The challenge

s to model the subgrid turbulence-chemistry interactions, given

he prohibitively large computational cost associated with detailed

hemistry mechanisms. 

Supercritical flows typically include dense fluids with high

eynolds (Re) numbers, and hence cover a broad range of turbulent

ength and time scales. In the transcritical flow regime for a typi-

al rocket combustor, the density ratio can be as high as 100, and

he transition region is on the order of 10 μm. Extremely fine grid

istribution is required to resolve the density stratification. This in

urn dramatically increases the computational cost. The situation

ecomes even more severe when real-fluid property evaluation is

nvolved. The time required for the computation of thermodynamic

nd transport properties can be about 50% of the total CPU time. To

lleviate the situation, acceleration techniques such as GPU accel-

ration [61] and tabulation [62,63] , have been explored. Two tech-

iques, a tabulation-based method and a correlated dynamic eval-

ation method, are explored in the present work for time-efficient

eal-fluid property evaluation. 

The purpose of this paper is to report the authors’ effort s

o systematically investigate and address the key modeling and

imulation challenges associated with supercritical fluid mixing

nd combustion. Several important aspects, including SGS clo-

ure, turbulence/chemistry interactions, and real-fluid property

valuation, are discussed. The rest of the paper is organized

s follows: Section 2 presents the theoretical framework, and

ection 3 demonstrates the state-of-the-art simulations using this

ramework. Section 4 then discusses the details of issues and

trategies for high-fidelity modeling and efficient simulation, in

erms of developing SGS models for EOS, examining combustion

odels, and accelerating evaluation of real-fluid thermodynamics

nd transport properties. Finally, key conclusions of the work and

uture directions are summarized in Section 5 . 

. Theoretical framework 

.1. Conservation equations 

The underlying physiochemical processes of supercritical com-

ustion involve real-fluid behaviors, multi-species transport,

hemical reactions, and turbulent mixing, as well as turbu-

ence/chemistry interactions over a wide range of time and length

cales. The governing equations for modeling such intricate phe-

omena must be addressed carefully. In this section, the full con-

ervation equations of mass, momentum, energy, and conserved

calars are first presented, and then the Favre-filtered conservation
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quations and unclosed SGS terms are introduced. The conserva-

ive form of the equations is written as follows, 

Mass: 

∂ρ

∂t 
+ 

∂ 
(
ρu j 

)
∂ x j 

= 0 (1) 

Momentum: 

∂ ( ρu i ) 

∂t 
+ 

∂ 
(
ρu i u j + p δi j 

)
∂ x j 

= 

∂ τi j 

∂ x j 
(2) 

Energy: 

∂ ( ρe t ) 

∂t 
+ 

∂ 
(
( ρe t + p ) u j 

)
∂ x j 

= 

∂ 

∂ x j 

(
u i τi j + q j 

)
(3) 

Species: 

∂ ( ρY k ) 

∂t 
+ 

∂ 
(
ρu j Y k 

)
∂ x j 

= 

∂ 

∂ x j 

(
ρD k 

∂ Y k 
∂ x j 

)
+ ˙ ω k (4) 

here ρ , u , and p represent density, velocity, and pressure, respec-

ively. e t is the total energy per unit mass, e t = e + u i u i / 2 , and e

s the specific internal energy. i and j denote spatial coordinate in-

ices. τ ij and q j are the viscous stress tensor and heat flux, respec-

ively. Body forces, radiation, and Soret and Dufour effects are ne-

lected. Note that in the energy equation the heat release from

hemical reactions is embedded in the specific enthalpy, which

onsists of the sensible enthalpy and the enthalpy of formation. 

An EOS is needed to describe the fluid volumetric properties

p − ρ − T and complement Eqs. (1) –(4) for a well-posed system.

everal cubic EOSs are available for real fluids [64] . In the cur-

ent study, a modified Soave–Redlich–Kwong (SRK) EOS [65] is em-

loyed, because of its validity over a broad range of fluid states,

nd its easy implementation, as follows: 

p = 

ρR u T 

MW − bρ
− aα

MW 

ρ2 

MW + bρ
(5) 

Alternatively, Eq. (5) can be written in terms of the compress-

bility factor, Z : 

p = ZρRT (6) 

here R is the specific gas constant ( R = R u /MW ). For an ideal gas,

 = 1 , Eq. (6) reverts to the ideal-gas EOS. 

.2. LES formulation 

In LES, large-scale energy-containing and anisotropy motions

re resolved, while small-scale motions that tend to be univer-

al are modeled. Low-pass filtering is performed on Eqs. (1) –(4)

o separate grid-resolved filtered terms from SGS terms. The filter

unction should theoretically accommodate small-scale fluctuations 

n both space and time [55] . The present study considers spatial fil-

ering only by assuming that the truncation errors associated with

he temporal SGS fluctuations are small. A box filter is selected as

he filter function, among others [66] . With the application of the

ltering operation, the governing equations for LES are obtained in

he following format: 

∂ρ
(

˜ Q 

)
∂t 

+ 

∂ ρ̄ ˜ u j 

∂ x j 
= 

∂ ρsgs 

∂t 
(7) 

∂ρ
(

˜ Q 

)
˜ u i 

∂t 
+ 

∂ 
(
ρ̄ ˜ u i ̃  u j + p̄ δi j 

)
∂ x j 

= 

∂ 
(
τi j 

(
˜ Q 

))
∂ x j 

−
∂T sgs 

i j 

∂ x j 
−

∂τ sgs 
i j 

∂ x j 
+ 

∂ 
(
ρsgs ˜ u i ̃  u j 

)
∂ x j 

+ 

∂ ( ρsgs ˜ u i ) 

∂t 
(8) 
∂ρ
(

˜ Q 

)
e t 

(
˜ Q 

)
∂t 

+ 

∂ 
[
ρ
(

˜ Q 

)
e t 

(
˜ Q 

)
+ p̄ 

]
˜ u j 

∂ x j 

= 

∂[ ̃  u i τi j 

(
˜ Q 

)
+ σ sgs 

i j 
+ q j 

(
˜ Q 

)
− q sgs 

j 
− H 

sgs 
j 

] 

∂ x j 

+ 

∂ ( ρe t ) 
sgs 

∂t 
+ 

∂ 
(
( ρe t ) 

sgs ˜ u j 

)
∂ x j 

(9) 

Here the commutation errors between filtering and spa-

ial/temporal gradients are neglected. The traditional unclosed SGS

erms include shear stresses ( T 
sgs 

i j 
), viscous work ( σ sgs 

i j 
), and energy

ux ( H 

sgs 
j 

). Many closure models have been proposed, such as the

magorinsky model, dynamic models, the k-SGS model, and the

cale-similarity model. The Smagorinsky model has been used for

ur LES-based framework. 

As will be discussed in Section 2.5 , the numerical scheme is

 dual-time-stepping integration technique enforced with a pre-

onditioning scheme. The physical variables, including density ( ρ),

hear stress tensor ( τ ij ), specific total energy ( e t ), and heat fluxes

 q j ), are evaluated based on the primitive variable vector, Q =
( p, u, v , w, T ) T , that is, φ = φ(Q ) . In most LES solvers, the fil-

ered variable, ˜ φ(Q ) , is often calculated as φ( ̃  Q ) because the true

 is unknown. In other words, the contribution of the SGS fluctu-

tions of the primitive variables ( Q 

′′ = Q − ˜ Q ) is not considered

hen filtering φ. 

The neglect of the SGS fluctuations has not, however, been jus-

ified and it may, in fact, induce significant errors in calculat-

ng the filtered variables. Here we denote the difference between
˜ (Q ) and φ( ̃  Q ) as SGS contributions in Eqs. (7) –(9) , and they are

efined as 

sgs = ρ
(

˜ Q 

)
− ρ̄ (10) 

sgs 
i j 

= τi j 

(
˜ Q 

)
− τ̄i j (11) 

( ρe t ) 
sgs = ρ

(
˜ Q 

)
e t 

(
˜ Q 

)
− ρ̄˜ e t (12) 

 

sgs 
j 

= q j 
(

˜ Q 

)
− q̄ j (13) 

Similarly, the filtered EOS becomes 

p̄ = ρ̄ ˜ Z ̃  R ̃

 T + p sgs , (14) 

here p sgs = ρ̄( ̃  ZRT − ˜ Z ̃  R ̃  T ) takes into account the SGS fluctua-

ions of the compressibility factor, temperature, and species com-

onents introduced during the filtering process. 

In the present framework, pressure, instead of density, is

reated as one component of the primitive-variable vector ( Q ).

q. (14) is used to solve the filtered density ( ̄ρ) and can be rewrit-

en as, 

¯ = p̄ / ˜ Z ̃  R ̃

 T + ρsgs , (15) 

here ρsgs = −p sgs / ̃  Z ̃  R ̃  T . 

Most existing models neglect the contribution of this complex

GS term, and directly use the filtered primitive variables to cal-

ulate the filtered density (or pressure). This term, however, may

ecome significant in many flow environments, where transcritical

egimes occur, along with strong property gradients [45] . In the

resent work, two models for ρsgs are proposed, based on physics-

ased and data-driven approaches. 

.3. Turbulent combustion model 

It is computationally prohibitive to solve the LES formulation

or reacting flows with detailed chemical mechanisms and real-

uid properties. To alleviate this difficulty, the steady laminar
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flamelet model (SLFM) [46] and flamelet/progress variable (FPV)

model [48] have been used here. The basic assumption of the SLFM

is that chemical timescales are so short that reactions occur in a

thin layer around the stoichiometric mixture, on a scale smaller

than the smallest turbulence scales. The steady-state assumption,

however, becomes inaccurate when slow chemical processes, such

as pollutant formation and flame extinction, take place. The FPV

model is implemented with a progress variable to account for

these unsteady events. In both models, calculations of chemical re-

actions are decoupled from the turbulent field, and hence can be

performed before the simulation. In the SLFM, the mixture fraction

( f ) and scalar dissipation rate ( χ ) are used as input parameters; in

the FPV model, a progress variable ( C ) replaces the scalar dissipa-

tion rate as the second input parameter. The transport equations

for mixture fraction and progress variable are given as, 

∂ρ f 

∂t 
+ 

∂(ρu j f ) 

∂ x j 
= 

∂ 

∂ x j 

(
ρD 

∂ f 

∂ x j 

)
(16)

∂ρC 

∂t 
+ 

∂(ρu j C) 

∂ x j 
= 

∂ 

∂ x j 

(
ρD 

∂C 

∂ x j 

)
+ ˙ ω C (17)

The differential diffusion effect is neglected and uniform mass

diffusivity is assumed for all species. The progress variable for hy-

drocarbon fuels is usually defined as the sum of the mass fractions

of major products: C = Y H2O + Y CO 2 + Y CO + Y H2 ; the production rate

of the progress variable is the sum of production rates of these

species. These two transport equations replace the species equa-

tion Eq. (4) ) and are solved as part of the governing equations.

Following the procedures described in Section 2.2 , Eqs. (16) and

( (17) are filtered as, 

∂ρ
(

˜ Q 

)
˜ f 

∂t 
+ 

∂ρ
(

˜ Q 

)
˜ u j ̃

 f 

∂ x j 
= 

∂ 

∂ x j 

(
ρ
(

˜ Q 

)
D 

(
˜ Q 

) ∂ ˜ f 

∂ x j 
− �sgs 

j 
+ j sgs 

f 

)
+ 

∂ 
(
ρsgs ˜ u j ̃

 f 
)

∂ x j 
+ 

∂ ρsgs ˜ f 

∂t 
(18)

∂ρ
(

˜ Q 

)
˜ C 

∂t 
+ 

∂ρ
(

˜ Q 

)
˜ u j ̃

 C 

∂ x j 
= 

∂ 

∂ x j 

(
ρ
(

˜ Q 

)
D 

(
˜ Q 

) ∂ ̃  C 

∂ x j 
− �sgs 

j 
+ j sgs 

C 

)
+ ˙ ω c + 

∂ 
(
ρsgs ˜ u j ̃

 C 
)

∂ x j 
+ 

∂ ρsgs ˜ C 

∂t 
(19)

where �sgs 
j 

and �sgs 
j 

are SGS scalar fluxes. Other SGS terms, includ-

ing j 
sgs 

f 
, ρsgs ˜ f , j 

sgs 
C 

, and ρsgs ˜ C , result from the filtering process as

described in Section 2.2 . 

For both models, species mass fractions are retrieved from a

pre-calculated flamelet library. For the SLFM, the input parame-

ters for the library are filtered mixture fraction, variance of mixture

fraction, and scalar dissipation rate from the flowfield. The species

mass fractions in the library are filtered using: 

˜ 
 i ( x, t ) = 

1 ∫ 
0 

∞ ∫ 
0 

Y i ( f, χ) P ( χ) P ( f ) dχdf (20)

Beta-function distribution is assumed for the filter PDF of the

mixture fraction, while lognormal distribution is applied for the

filter PDF of the scalar dissipation rate. They are assumed to be

statistically independent. The variance of the mixture fraction, 
˜ 

f ′′ 2 ,

is modeled as K b ̄ρ( ̃  f −˜ ˜ f ) 
2 

/ ρ , using the scale similarity assumption

[67] . For the FPV model, the scalar dissipation rate is replaced by

the progress variable with a Dirac delta function distribution. The

filtered reaction rate of the progress variable in Eq. (17) is obtained
n a similar fashion: 

˙  c = 

1 ∫ 
0 

1 ∫ 
0 

˙ ω c ( f, C ) P 
(

f ) δ(C − ˜ C 
)
dCdf (21)

In addition to the flamelet-based models, an efficient combus-

ion model with finite-rate chemistry is developed and imple-

ented as an alternative modeling strategy. The approach com-

ines dynamic adaptive chemistry (DAC) and correlated transport

CoTran) to allow the treatment of finite-rate chemistry within the

ES framework in a computationally affordable manner. DAC gen-

rates locally-optimized reduced kinetics for each spatial location

nd time step, and only reaction rates of active species and reac-

ions are calculated. The kinetics reduction using path flux analysis

tarts from a user-defined list of preselected species (usually fuel

nd oxidizer), and calculates the correlation coefficients between

he remaining species and selected species [68] . If the correlation

oefficient of the remaining species is larger than a user-defined

hreshold, these species are added to the list of selected species.

hen no more species can be added, the reduced kinetics is gen-

rated. 

A spatiotemporal correlation is further introduced to mini-

ize the triggering of the local mechanism reduction. CoTran

ses a similar correlation method to reduce the calculation of the

ixture-averaged diffusion coefficients, including thermal conduc-

ivity, dynamic viscosity, and mass diffusivity. This framework has

een successfully implemented on a canonical turbulent premixed

ame [69] , a temporally evolving turbulent non-premixed flame

70] , and a turbulent partially premixed flame [71] . 

.4. Property evaluation 

Real-fluid property evaluation is important for modeling non-

deal thermodynamics and transport anomalies. According to fun-

amental thermodynamics theories, thermodynamic properties can

e expressed as the summation of an ideal-gas counterpart and a

eparture function accounting for dense fluid corrections [1] . For

xample, Eqs. (22) and (23) list the expressions of specific internal

nergy and specific heat at constant pressure. The partial derivative

erms in brackets are obtained using the SRK EOS given in Eq. (5) .

n the vicinity of the pseudo-boiling line (the transcritical regime),

trong property gradients appear. Care must be taken to ensure nu-

erical stability to avoid spurious property fluctuations. Transport

roperties are evaluated using the extended corresponding state

rinciple. Detailed validation and implementation have been out-

ined in previous work [1,72] . 

 ( T , ρ) = e 0 ( T ) + 

ρ∫ 
ρ0 

[ 

p 

ρ
− T 

ρ2 

(
∂ p 

∂T 

)
ρ

] 

T 

dρ (22)

 p ( T , ρ) = C V 0 ( T ) −
ρ∫ 

ρ0 

[ 

T 

ρ2 

(
∂ 2 p 

∂ T 2 

)
ρ

] 

T 

dρ

+ 

T 

ρ2 

(
∂ p 

∂T 

)2 

ρ

/(
∂ p 

∂ρ

)
T 

(23)

Real-fluid property evaluation is much more computationally

xpensive than ideal-gas calculations. Recent studies have shown

hat the computation time for the compressibility factor and ther-

odynamic and transport properties takes nearly 50% of the to-

al CPU time for non-reacting flows [61,73] . The situation becomes

ore severe when chemical reactions and multiple species are in-

olved. Nevertheless, the contributions of all constituent species to

ixture properties must be taken into account. Two approaches,

amely the tabulation and correlated dynamic evaluation tech-

iques, are proposed to substantially improve the situation. 
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Fig. 1. Schematic of jet-swirl injector of RD-170 engine. 
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.4.1. Tabulation 

The physical properties can be pre-calculated and tabulated in

 library, similar to a flamelet library. The property values for a

iven thermodynamic state can then be looked up through effi-

ient data retrieval from the library, rather than evaluated at every

teration step. The property look-up table contains thermodynamic

nd transport properties of the mixture for a wide range of oper-

ting conditions. An important question is how to select the input

arameters to build the correspondence between the flowfield and

he library. Lacaze and Oefelein [62] conducted a sensitivity anal-

sis of the flame structures to strain rate, pressure, and temper-

ture in an opposed-jet configuration. They proposed the use of

ixture fraction ( f ), pressure ( p ), and enthalpy ( h ) as input param-

ters. All other thermodynamic and transport properties, such as

hermal conductivity, specific heat, and compressibility factor, were

xtracted from the library as a function of the input parameters. 

In the present work, two input parameters, f and T are chosen,

or two reasons. First, f and T are readily available from the LES so-

ution. There is no need to calculate enthalpy ‘on the fly.’ Second,

emory and computational overhead increase with the number

f input parameters. It is always desirable to have a smaller look

p table. Pressure fluctuation is generally very small compared to

ts mean value in the flowfield, and its effect on species compo-

ents and subsequent property evaluation are minimal. For a non-

eacting binary system, the mixture fraction essentially degener-

tes to the fuel mass fraction. 

.4.2. Correlated dynamic evaluation 

Implementation of the method of correlated dynamic evalua-

ion (CDE) is motivated by previous work [69,70] on developing

n efficient transport model for ideal-gas finite-rate chemistry cal-

ulations. The approach is extended to both thermodynamic and

ransport properties in the current study. For a mixture, whether

t is ideal-gas or real-fluid, the properties are spatiotemporally cor-

elated. For example, a region far from the mixing layer or multi-

pecies interaction region should have similar thermodynamic and

ransport properties. For a temporally evolving flow, the proper-

ies only vary slightly between adjacent time steps in some re-

ions. Under these conditions, one-time property evaluation at one

rid point is enough for each spatiotemporally correlated zone, and

hese calculated properties are passed to other grid points in the

ame zone and to other time steps whose properties are correlated.

he key to this method is to select marker variables appropriately

epresenting the characteristics of the thermophysical properties,

nd to carefully determine correlation criteria. 

For thermodynamic properties, the state postulate indicates

hat only two independent intensive properties are needed to

etermine a thermodynamic state (a unique set of all thermo-

ynamic properties) for a simple compressible substance. For a

ixture of N species, the number of needed properties is N + 1.

 good selection of a group of marker variables is T , ρ (or p ),

nd Y k ( k = 1 , . . . , N − 1 ) . Then it is necessary to check whether

his group can also suitably represent transport properties. It is

nown that dynamic viscosity, thermal conductivity, and mass

iffusivity of a pure gas are a function of temperature at low

ressures. The introduction of density accounts for real-fluid

orrections. The transport properties of a mixture are calcu-

ated by a combination of mass-weighted values of individual

pecies following the mixing rule. Therefore, the selected group

 T , ρ and Y k ( k = 1 , . . . , N − 1 )) can be taken to sufficiently deter-

ine both thermodynamic and transport properties. The resulting

orrelation metric is established as follows, 

orr = 

(
˜ T − ˜ T 0 

˜ T 0 
, 

˜ ρ − ˜ ρ0 

˜ ρ0 
, 

˜ Y k − ˜ Y 0 
k 

˜ Y 0 

)
; k = 1 , . . . , N − 1 (24)
k 
When ‖ corr ‖ ∞ 

is smaller than a threshold value, ɛ , that is,

hen ‖ corr ‖ ∞ 

≤ ɛ , the two states are treated as correlated in terms

f properties. For a chemical system that consists of a vast num-

er of species, it is impractical to include all species in the corre-

ation metric; with a large number of species, the computational

verhead for evaluating correlations increases enormously, and the

erformance of the approach is downgraded. Only major species

re therefore included in the metric and minor species are ignored,

ince their contributions are negligible to the mixture properties.

ote that some intermediate species and radicals are critical in

hemical kinetics [69] and must be taken into account. 

.5. Numerical method 

The numerical framework is based on a preconditioning scheme

nd a unified treatment of general-fluid thermodynamics [30,72] .

t employs a density-based, finite-volume methodology, along with

 dual-time-step integration technique [29] . Temporal discretiza-

ion is achieved using a second-order backward difference, and the

nner-loop pseudo-time term is integrated with a four-step Runge–

utta scheme. Spatial discretization is obtained using a fourth-

rder central difference scheme in generalized coordinates. Fourth-

rder matrix dissipation, developed by Swanson and Turkel [74] , is

mployed to ensure numerical stability and minimum contamina-

ion of the solution. Finally, a multi-block domain decomposition

echnique associated with the message passing interface technique

s applied to optimize computation speed. 

. Capabilities of framework 

The framework presented in Section 2 has been applied to

imulate supercritical mixing and combustion in various config-

rations, including liquid droplets [75,76] , laminar counterflows

77–79] , shear coaxial injectors [16,37,42,80] , and swirl injectors

27,41,81,82] . As a specific example, this section presents recent

imulation results on the single-element injector used in the main

ombustion chamber of the RD170/180 engine, the most powerful

iquid rocket engine to date, which was used for the Energia and

tlas V launch vehicles [83,84] . 

Figure 1 shows a schematic of the jet-swirl injector. GOX is in-

ected axially into the center tube and liquid kerosene is intro-

uced through six tangential orifices in the coaxial outer swirler.

he operating pressure, 253 bar, greatly exceeds the critical val-

es of oxygen (50.5 bar) and kerosene (21.7 bar). The inlet tem-

eratures of GOX and kerosene are 687.7 K and 492.2 K, respec-

ively. Kerosene undergoes a transcritical change of state from

ompressed liquid at injection to supercritical fluid in the flame
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Fig. 2. Snapshot of the temperature field for different recess lengths. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Snapshot of the mixture fraction field for different recess lengths. 
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region, while GOX stays supercritical. The SLFM is used to model

the TCI, because a priori study showed that the local strain rate

in the current flowfield is much smaller than the extinction strain

rate ( ∼10 7 s −1 at 253 bar) for oxygen/kerosene counterflow diffu-

sion flames [79] . A skeletal chemical mechanism with 106 species

and 382 reactions [85] is implemented for oxygen/kerosene com-

bustion. 

Figure 2 shows the instantaneous distributions of temperature

near the injector exit for different recess lengths L r . For all cases,

the flame is anchored at the GOX post tip, and the anchoring point

moves downstream with decreasing recess length. For the fully

recessed (unshielded) case ( L r = 16 mm), the thermal protection of

the kerosene injection to the injector surface is removed and the

kerosene flow pattern is like a jet in crossflow. This causes the

shear layer to form at an earlier stage and significantly enhances

the propellant mixing, producing a broader flame zone than in the

baseline case ( L r = 10.5 mm) at the injector exit. 

For the fully shielded case (no recess, L r = 0), the flame ignites

downstream of the injector. The swirl-induced centrifugal force

drives the kerosene stream to flow along the taper surface, so

that there is very limited mixing between GOX and kerosene. This

can be clearly observed from the corresponding mixture fraction

field in Fig. 3 . In the fully shielded case, the fuel-rich mixture

flows radially outward along the taper surface and the flame is re-

strained near the taper surface. The majority of the central GOX jet

moves downstream without interaction with kerosene. As the re-

cess length increases, the fuel entrainment improves and the mix-

ing increases. The tradeoff is, however, a fuel-leaner mixture and

higher temperature along the injector surface with increasing re-

cess length. The high-temperature profile along the surface may

endanger the hardware and/or intensify cooling requirements. In

other words, the baseline case can provide a balance of efficient

combustion and proper thermal protection. 

The above results reveal the flame stabilization mechanism of

the jet-swirl injector and offer guidance on the selection of re-

cess length for injector optimization. The insights possible from

such high-fidelity simulations would be extremely difficult (if not

impossible) to achieve with experimental measurements or visu-

alization techniques. Although these numerical simulations have

improved our understanding of supercritical combustion in many

ways, however, there remain a number of issues to be addressed.

The rest of this paper will touch upon some of the critical issues

raised in the introduction. 
. High-fidelity modeling and efficient simulation 

.1. SGS modeling 

In this section, uncertainties of SGS models are examined us-

ng a previously-established two dimensional DNS database [44] .

he physical model is a coaxial flow of liquid oxygen (LOX) and

ethane separated by a splitter plate with a shear layer formed

n the downstream region. The thickness of the splitter plate is

= 0 . 3 mm . The inlet temperatures of LOX and methane are 120 K

nd 300 K, respectively. The ambient pressure is set to 100 bar and

he momentum flux ratio of the LOX and methane streams is 1:2.7.

he Reynolds number is about 1.5 × 10 5 , based on the splitter plate

hickness, the LOX/methane bulk velocity difference, and the LOX

iscosity. The computational domain encompasses 20 mm axially

nd 10 mm radially downstream of the splitter plate. Because of

he enormous computational cost of a three-dimensional simula-

ion at such a high Reynolds number, a two-dimensional simula-

ion was conducted. The total number of grid points is 1.2 million,

ith special refinement near the plate lip (501 grid points radially).

his resolution has been validated in our previous study [44] to be

ufficient to resolve and capture all the turbulent scales and prop-

rty gradients in the flowfield. 

Figure 4 shows the temperature and density distributions of the

OX/methane mixing and combustion. Unlike at subcritical pres-

ure, where liquid atomization and droplet formation occur, here

 thin shear layer forms between the LOX and methane and it be-

aves like single-phase mixing with finger-like structures. The den-

ity varies from a very high value of 1007 kg/m 

3 on the LOX side

o a small value of 74 kg/m 

3 for the methane flow and 8 kg/m 

3 

or combustion products. The corresponding density ratios are 13.5

nd 125, respectively. Variations of other thermodynamic proper-

ies show similar trends. The steepest property gradients appear

ithin an extremely narrow region of approximately one-twentieth

f the splitter plate thickness (15 μm), where 15 grid points are

mployed to resolve the gradients. 

Generally, LES cannot capture these variations because of lim-

ted spatial resolution, as compared with DNS. Subgrid contri-

utions to filtered properties must be carefully considered. Fil-

ered thermodynamic properties ( ˜ φ(Q ) ) in LES are usually com-

uted using filtered primitive variables ( ̃  Q ) without the considera-

ion of subgrid fluctuations ( Q 

′′ ), that is, ˜ φ(Q ) = φ( ̃  Q ) . The differ-
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Fig. 4. Instantaneous distributions of temperature and density for cold flow (left) and combustion (right). 

Fig. 5. Relative errors of density, specific heat at constant pressure, dynamic viscos- 

ity, and compressibility factor in the mixture fraction space for the cold-flow case. 
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a  
nce denoted in Eqs. (10) –(14) is evaluated using the present DNS

atabase. 

As an example, a LES filter size of 10 ( ̄ = 10) is ap-

lied. Figure 5 shows the relative error ɛ φ , defined as ε φ =
( ˜ φ( Q ) − φ( ̃  Q ) ) / ˜ φ(Q ) , for density, specific heat at constant pres-

ure, dynamic viscosity, and compressibility factor in the mix-

ure fraction space for the cold-flow case. Relative errors of both

ensity and specific heat at constant pressure reach up to 40%,

ynamic viscosity up to 20%, and compressibility factor up to

0%. The maximum relative error occurs in the region with the

teepest gradient. This can be attributed to insufficient grid res-

lution and the resulting exclusion of the subgrid effect in LES.

hese uncertainties are further quantified in the LES equations

qs. (7) –( (9) , (18) , (19) ) through the comparison of SGS terms with

ltered terms using the DNS database. 

The results show that magnitudes of SGS terms including ρsgs 

re comparable to the leading terms in the conservation equations.

or example, in the mass equation ( Eq. (7) ), the RMS of ∂ ρsgs / ∂ t
s nearly 33% of the temporal term ( ∂ ρ( ̃  Q ) /∂ t) and 27% of the

ass flux term ( ∂ ( ̄ρ ˜ u j ) /∂ x j ). Similarly, the RMS of components

f ∂ ( ρsgs ˜ u i ) /∂ t and ∂ ( ρsgs ˜ u i ̃  u j ) /∂ x j take up more than 10% of fil-

ered terms in their respective momentum equations. In the energy

quation, the RMS of ∂ ( ρe t ) 
sgs / ∂ t is nearly 70% of the filtered tem-

oral term, ∂ ( ρ( ̃  Q ) e t ( ̃  Q ) ) /∂ t , and the RMS of ∂ ( ( ρe t ) 
sgs ˜ u j ) /∂ x j is

8% of the filtered energy flux term. The ρsgs -related terms for the
ombustion case are also comparable to the leading terms in the

overning equations, as discussed in detail in Ref. [44] . This shows

he significance of the SGS density for accurate prediction of the

ltered density. The uncertainty in the calculated filtered density

an propagate forward and contaminate the conservation equa-

ions. Reducing the filter size can increase grid resolution and de-

rease contributions of SGS terms, at the price of increasing com-

utational load. A proper model for ρsgs in Eq. (15) must be incor-

orated to reduce the error while maintaining the computational

fficiency. 

Two strategies are proposed and explored for modeling ρsgs 

ccounting for the effect of the SGS term in the EOS. The first

ethod is a gradient-based approach, in which the SGS term is

odeled as a function of gradients of thermodynamic variables.

he second is a mixing-based approach, which includes the effect

f subgrid scalar mixing on the thermodynamics. 

The gradient-based approach is analogous to the classical eddy-

iscosity model. We postulate that the subgrid density has a

trong functional relationship with thermodynamic property gra-

ients in the physical space. An obvious example is density gra-

ient, which is a distinctive feature of supercritical flows. Using

he DNS database, the correlation between the SGS density term

nd the gradient of the filtered density is computed. It is found

hat there is a high correlation factor of about 64–68%, which is

omparable to the advanced dynamic and mixed models used for

GS stresses [87] . Motivated by this observation, a model with a

unctional form similar to that of the Smagorinsky eddy-viscosity

odel is proposed as 

sgs = C 1 ( | ∇ ρ̄| ) (25) 

here  is the LES filter width and C 1 is a model coefficient de-

ermined from the DNS database using a least-square error mini-

ization technique. 

SGS terms inherently represent small-scale turbulent mixing

rocesses and their interactions with large-scale resolved motions.

herefore, in addition to including the effects of thermodynamic

radients, it is also essential to model the effects of SGS mixing on

he subgrid density. Figure 6 a shows the distribution of the subgrid

ensity normalized by the filtered density in the mixture fraction

pace, where data points are colored with the filtered scalar dissi-

ation rate ( ̃  χ ). The filtered scalar dissipation rate is defined here

s: 

˜ = 2 D 

˜ 

(
∂ f 

∂x i 

)2 

(26) 

It is seen that subgrid quantities increase with mixture fraction

nd reach their maxima at the stoichiometric value (0.2), where
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Fig. 6. (a) Distribution of subgrid density normalized by filtered density and col- 

ored by filtered scalar dissipation rate in mixture fraction space; (b) profiles of 

mixture-fraction-conditioned mean of normalized SGS density for a range of scalar 

dissipation rates (c) example of beta function fit for a profile in the range ˜ χ = 

20 − 35 s −1 . (For interpretation of the references to color in this figure legend, the 

reader is referred to the web version of this article.) 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1 

Coefficients for beta function fit model for each 

range of scalar dissipation rate. 

Range of χ C α β

0–5 0.0081 3.3753 11.9460 

5–10 0.0136 3.0 0 0 0 12.50 0 0 

10–20 0.0176 3.1200 12.50 0 0 

20–35 0.0222 3.1719 12.8939 

35–50 0.0265 3.3194 13.0374 

50–100 0.0326 3.0643 11.7768 

10 0–50 0 0.0414 3.6468 13.0509 

Fig. 7. Comparison of the RMS of relative errors for no model, gradient-based 

model, and mixing-based model. 
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e

there is strong mixing between the LOX and methane streams. Re-

gions with a higher filtered scalar dissipation rate have a larger

relative error and thus a higher subgrid contribution. This implies

that both mixture fraction and scalar dissipation rate are impor-

tant attributes that characterize the mixing field and can be used

to model the SGS term. Taking the mean of the normalized SGS

density conditioned on the mixture fraction for a range of filtered

scalar dissipation rates, as shown in Fig. 6 b, two important trends

are noted. First, for each scalar dissipation range, the mean pro-

files look similar in shape, with a peak close to the stoichiometric

mixture fraction. Second, the amplitude of these profiles increases

with increase in scalar dissipation rate. Irregularities in the pro-
les are probably caused by discrete statistical averaging in differ-

nt mixture fraction bins. Nevertheless, it is found that a best fit

or each of these profiles can be approximated by a scaled beta

unction as 

ρsgs 

ρ̄
≈ C 2 beta ( f, α, β) (27)

The parameters, C 2 , α, and β for the beta function fit are evalu-

ted from the DNS data and listed in Table 1 , using a least-squares

pproximation technique for each filtered scalar dissipation rate

ange. In agreement with our earlier qualitative findings, it is seen

hat the shape factors α and β for different ranges are almost the

ame, while the scaling coefficient C 2 increases with the scalar dis-

ipation rate. Figure 6 c shows an example of the beta function fit

or the filtered scalar dissipation rate of 20–35 s −1 . The norm of

he difference between the data profile and the beta function fit

or each scalar dissipation rate range is on the order of 0.01. 

The two proposed modeling approaches are applied to compute

he SGS density to improve the accuracy of the filtered density in

q. (15) . Figure 7 shows the RMS of the relative error conditioned

n the mixture fraction for the no-model approach, as compared to

he gradient-based and mixing-based models. The RMS error de-

reases for both approaches, especially in peak errors close to the

toichiometric mixture fraction. The mixing-based approach has

tronger and more consistent error reduction in the whole mixture

raction space, while the gradient-based approach produces abnor-

al error at higher mixture fraction. This over-prediction can be

emedied if additional thermodynamic properties gradients, such

s temperature, species mass fractions, or higher order gradient

erms, are included. Results show that the gradients of tempera-

ure and species mass fraction have correlations of nearly 40% and

0%, respectively, with the SGS density [88] . The combined prop-

rty gradients can reduce the tail error significantly. 
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Fig. 8. Comparison of beta-function PDF (solid line) and DNS data-based PDF (sym- 

bol) for various means and variances of mixture fraction. 
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Fig. 9. Comparison of the DNS data-based PDF (symbol) and the lognormal distri- 

bution (solid line) of scalar dissipation rate for various means and variances. 
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.2. Turbulent combustion modeling 

.2.1. Flamelet-based models 

The SLFM and FPV model are incorporated into the coarse-DNS

olver as described in Section 4.1 . Note that in this context the

esignation ‘coarse-DNS’ reflects the ability to resolve all turbu-

ent scales and the technique includes a filtered flamelet approach,

n which the filter size is comparable to the flame thickness, to

ecover chemical reactions at sub-filter scales for reacting flows.

his method has been examined for premixed flames [86] . Chem-

cal reactions occur essentially at the smallest scales, and the grid

esolution is on the order of the flame thickness. Unresolved flame

rofiles are retrieved from a pre-calculated flamelet library. For the

LFM, species mass fractions are obtained from solutions of lami-

ar diffusion flames and filtered using the PDFs of mixture frac-

ion and scalar dissipation rate. The former is generally assumed

s a beta-function PDF, while the latter is estimated as the lognor-

al distribution. These two PDFs have previously been validated

gainst DNS results and experimental data only at subcritical con-

itions, however. Their validity is examined here for supercritical

onditions, using the coarse-DNS database. 

Figure 8 shows a comparison of the PDFs calculated from the

eta function and the DNS database with mean mixture fraction

rom 0.2 to 0.8 and variance from 0.001 to 0.1. In Fig. 8 , the first

umber in each bracket denotes the mixture fraction and the sec-

nd is the mixture fraction variance. It is observed that the beta-

unction distribution can accurately describe the PDF of the DNS

ata at low variance ( ̃  f 
′′ 2 = 0.001), but deviates at higher variance

 ̃

 f 
′′ 2 = 0.01, 0.1). The DNS-extracted PDF is similar to a bimodal dis-

ribution with two peaks, one on either side of the mean mixture

raction. The two peaks move away from the mean as the vari-

nce increases. Therefore, the beta-function PDF works well only

n the region with small mixture fraction variance, and a bimodal

unction can better represent the PDF at large variance. Figure 9

hows a comparison of the PDF of scalar dissipation rate using the

atabase and the lognormal function at various means and vari-

nces. The lognormal distribution can capture the shape of the

NS-extracted PDF, but it underestimates the peak value. The un-

erestimation becomes more prominent at higher mean and vari-

nces. Compared to the presumed PDFs, the DNS-extracted PDFs

an suitably represent the physical change of flow variables and

educe the filtering error when used to obtain species profiles. 
In the FPV model, a transport equation of the progress variable

s added to track the global extent of chemical reactions of the lo-

al mixture. Filtered species mass fractions and the production rate

f the progress variable are obtained by integrating chemical state

elationships over a joint subgrid PDF of the mixture fraction and

he progress variable. A presumed beta-function PDF is used to de-

cribe the subgrid filtered density function of the mixture fraction.

lthough not shown here, the validity of the beta-function PDF is

lso limited to a narrow range of mixture fraction variance, as ob-

erved from the comparison between the beta-function PDF and

he DNS-extracted PDF for the FPV model. 

Once a coarse-DNS database is established, the PDFs of the fil-

ered mixture fraction and scalar dissipation rate can be trained

nd extracted using a data-driven approach. These PDFs can best

epresent the evolution of the variables in the LES flow field. It

ould be argued that this approach is problem-dependent, and

he data-driven PDFs are only available when a DNS simulation is

rst performed using the same configuration, making the extra LES

imulation redundant. If the shear-layer mixing in the current con-

gurations is treated as a fundamental phenomenon common to all

oaxial injectors, however, the DNS-extracted PDF can be utilized

o correlate the filtered properties in the turbulent field for other

njectors, with flow solutions from the low-dimensional manifold. 

.2.2. Finite-rate chemistry model 

In addition to the uncertainty associated with the presumed

DFs, the applicability of flamelet and FPV models also remains

ontroversial, because of the assumptions of scale separation and

ecoupling between the flamelets and the turbulent flow field. Un-

er high-pressure conditions, where the Reynolds number can be

ery high, Kolmogorov eddies may penetrate the inner flame struc-

ure. To overcome this limitation, multi-species transport equations

ith detailed finite-rate chemistry are required in the formula-

ion. However, because of the high computational cost, conven-

ional finite-rate LES/DNS typically employs one-step global reac-

ion or over-simplified kinetic mechanisms [43] , and this may sig-

ificantly reduce the quality of prediction. Detailed kinetic mecha-

isms, on the other hand, are prohibitively computationally expen-

ive, since they contain a large number of species and are numeri-

ally stiff and expensive. 

To address this issue, an efficient combustion model with finite-

ate chemistry, combining DAC and CoTran, has been developed
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Fig. 10. Snapshots of the temperature field at the same physical time: (a) FPV 

model and (b) finite-rate chemistry. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2 

Computation time distribution for the baseline, CDE, and tabulation cases. 

Time (ms) Z (%) Therm. (%) Trans. (%) Others (%) 

Baseline 2.97 28.8 19.2 5.5 46.5 

CDE 1.77 10.3 9.7 2.3 77.7 

Tabulation 1.45 0.1 6.9 2.8 90.2 
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and implemented. As an example, a comparative study was con-

ducted on the Sandia Flame D [89] , which has an intermediate

Reynolds number and a low probability of extinction. Numerical

results with the FPV model under the current LES framework have

shown excellent agreement with the experimental data in terms

of mean and RMS temperature profiles and major species profiles

along the centerline [42] . The performance of the finite-rate chem-

istry/LES is about 6 times faster than the conventional combustion

model without DAC and CoTran. 

Figure 10 shows distributions of instantaneous temperature at

the same physical time using the FPV model and finite-rate chem-

istry. Although the two methods predict similar time-mean flame

structures and flow statistics [71] , significant differences are ob-

served in the instantaneous flowfield. The high temperature zone

for the finite rate case is wider than that for the FPV case.

This may be attributed to the lower CO level for the FPV case,

which becomes the rate-controlling factor for the reaction step

of the primary heat release reactions: CO + OH → CO 2 + H. As the

Reynolds number increases (Sandia Flames E and F), the proba-

bility of local extinction and re-ignition will increase and the ad-

vantages of the finite-rate chemistry model will become substan-

tial. This is ongoing research that will be published in subsequent

work. 

Note that the Sandia Flames were operated at room pressure

without real-fluid effects. It will be interesting in the future to in-

corporate the present efficient finite-rate chemistry model into su-

percritical flows, which, as mentioned earlier, have high Reynolds

numbers induced by high pressure. The finite-rate chemistry effect

may be more important. Evaluation of real-fluid thermodynamic

and transport properties for those conditions will be challenging,

and the computational cost will be much higher than at ideal-gas

conditions. Recent studies have found that for non-reacting flows,

the computational cost of property evaluation may reach around

50% of the total computation time [61,73] . The next section will

introduce two techniques to reduce this cost. 
.3. Acceleration of real-fluid property evaluation 

Tabulation and CDE approaches are examined for a

OX/methane mixing layer at supercritical pressure. The com-

utational setup and operating conditions are identical to those

resented in Section 4.1 . As the first step of demonstration, the

on-reacting case is considered. f ( or Y O 2 ) and T are selected as

nput parameters for tabulation, while T , ρ, and Y O 2 are chosen

s marker variables in the correlation metric for CDE. Previous

tudies [77–79] have indicated that thermodynamic properties are

ore sensitive to variations of the marker variables than transport

roperties. The threshold value is thus set to 0.5% for thermody-

amic properties and 2.5% for transport properties. Three parallel

ases are computed with identical setup except for evaluation of

roperties: Case1 – Baseline with on-the-fly property evaluation

ithout special treatment; Case 2 – CDE; Case 3 – Tabulation. 

Table 2 lists the time distribution of computing the compress-

bility factor, thermodynamic properties, transport properties, and

ther properties. Here ‘Time’ denotes the average time taken to

erform calculation for one iteration. Compared to the baseline

ase, a remarkable acceleration is achieved in property evaluation

hrough both the CDE and tabulation approaches. The CDE ap-

roach reduces the evaluation time for the compressibility factor

y 4.8 times, thermodynamic properties by 3.3 times, and trans-

ort properties by 4.2 times. This leads to a significant drop in

ercentage of computation time devoted to property evaluation ( ∼
2.3% vs 53.5% for the baseline) and consequently a 40.4% saving

n total time. The performance of the tabulation approach is even

etter, with less than 10% used in property calculations and more

han 50% saving in total time. 

The prediction accuracy of the two methods is also examined.

igure 11 shows a comparison of the distributions of compressibil-

ty factor and dynamic viscosity at the same physical time for the

hree cases. Both CDE and tabulation methods show good agree-

ent with the baseline, with the CDE method in particular accu-

ately capturing the fine structures in the mixing layer. However,

he tabulation method does not predict the fine structures in the

ircled wake and downstream regions. The discrepancy in the dy-

amic viscosity may change the values of the actual viscous stress

n the shear layer and thus induce different small structures in the

ake region. A more obvious discrepancy occurs near the exit; the

ompressibility factor is lower and the dynamic viscosity is slightly

igher. This might be related to the combined effects of the tabula-

ion interpolation and the outlet boundary conditions. The pressure

utlet condition may result in uncertainties in the fluctuating flow-

eld, which can contaminate the evaluation of other properties. In

uture work, the pressure effect and more gradient-adaptive inter-

olation will be included to reduce uncertainty. 

The CDE approach seems to be promising in terms of accuracy

nd efficiency. For the combustion case, the performance will be

uperior, since more species will be involved. The efficient prop-

rty evaluation scheme can be incorporated into the framework

ntroduced in Section 5 with the finite-rate chemistry in LES to

urther speed up the simulation of supercritical combustion. The

ombined framework is expected to explore more salient features,

uch as unsteady events, that the existing numerical scheme and

xperiments cannot capture. 
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Fig. 11. Comparison of calculated compressibility factor (left) and dynamic viscosity (right) using the baseline (upper), CDE (middle), and tabulation (lower) cases. 
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. Conclusions 

This paper presents systematic effort s to address the challenges

f modeling and simulation of supercritical fluid mixing and com-

ustion. The LES-based theoretical framework is described with

ew density-related subgrid terms. Although the previously avail-

ble framework is capable of exploring many problems related to

upercritical fluids, the present paper offers the possibility of more

ccurate and computationally efficient modeling and simulation by

ddressing several critical issues, including unclosed SGS model-

ng, presumed PDFs for combustion modeling, and evaluation of

etailed chemistry and real-fluid properties. 

In calculations of filtered thermodynamic properties, the SGS

ontributions of filtered primitive variables, usually neglected for

deal gases, were evaluated for real fluids using a DNS database for

 LOX/methane supercritical mixing layer. The relative error of the

ltered density was found to be up to 40%. This uncertainty prop-

gates forward and contaminates calculations of the conservation

quations, in which SGS density-related terms become compara-

le to the leading-order terms. Two closure models were proposed

or the SGS density in EOS: a gradient-based and a mixing-based

pproach. Both approaches were found to considerably reduce the

odeling error. 

Flamelet-based models with presumed PDFs were investigated

or applications at supercritical conditions. The DNS-extracted PDFs

f mixture fraction and scalar dissipation rate were compared with

he corresponding presumed PDFs using a data-driven approach.

he PDF of the mixture fraction shows good agreement with the

eta-function distribution only at small mixture fraction variance

 < 0.01). The shape of the PDF of scalar dissipation rate is simi-

ar to the lognormal distribution but has a larger amplitude. The

urrent DNS-extracted PDFs may be implemented to more general

onfigurations with shear-layer-dominated flow structures. 

An alternative combustion model with finite-rate chemistry was

lso explored. Direct incorporation of detailed finite-rate chem-

stry into the LES framework is computationally prohibitive. To cir-

umvent this challenge, the model incorporates dynamic adaptive

hemistry and correlated transport, and is numerically treated us-
ng a point-implicit ODE solver. It was validated against the Sandia

lame D at atmospheric pressure. Significant improvement of com-

utational efficiency was achieved. This efficient finite-rate chem-

stry model will be implemented for the supercritical regime in the

uture. 

Finally, the computational efficiency of real-fluid property eval-

ation was considerably enhanced by means of the tabulation and

orrelated dynamic evaluation approaches. The latter achieved bet-

er overall accuracy. Efficient chemistry calculation, correlated dy-

amic evaluation of real-fluid properties, and the proposed SGS

ensity models can be used to establish a unified LES/finite-rate

hemistry framework for modeling supercritical fluid flows and

ombustion more accurately and efficiently. 
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